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IP (TT-Ascalon  / Tensix NEO)

SoftwareServers (Tenstorrent Galaxy )

• Portfolio of products powered by 

scalable Tensix AI cores

• Inference and training, CNN and NLP, 

recommendation engines, all on the 

same silicon

• Hardware available for purchase as 

well as IP available for licensing

• Multi-component modular chiplets 

• Scales from mW to MW for 

efficiency and performance

• IP available for licensing

• Industry-leading performance

• Modular design available in 

varied configurations

• ML compilers that scale from 

one chip to thousands

• TT-Forge - MLIR-based

compiler

• TT-Metalium  - Bare metal 

software stack

• Galaxy Server – 32 high 

performance ASICs in a custom 

chassis

• Easily combine servers into a 

Galaxy Rack with high bandwidth 

chip-to-chip connectivity

Chips & Chiplets

Tenstorrent Product Summary
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AI Silicon Roadmap

Standalone AI Computer

Wormhole

• 80 Tensix+ Cores

• 12nm

• 328 TOPS (FP8)

• 336 GB/s GDDR6

• Gen4x16

• 16x100 Gbps Ethernet 

Blackhole

• 140 Tensix++ Cores

• 6nm

• 745 TOPS (FP8)

• 512 GB/s GDDR6

• Gen5x16

• 10x400 Gbps Ethernet

• 16 RISC-V CPU cores

Networked AI ProcessorAI Processor

Grayskull

• 120 Tensix Cores

• 12nm

• 276 TOPS (FP8)

• 100 GB/s LPDDR4

• Gen4x16

2022 2023 2025

GEN 1 GEN 1 GEN 2

High Perf AI ASIC Scalability Heterogeny



PCIe Cards

Tenstorrent Galaxy  Wormhole ServerTT-LoudBox

• n300d: Two Wormhole  ASICs operating at 

up to 300W, active axial fan cooler

• n300s: Two Wormhole  ASICs operating at 
up to 300W, passive cooler

• n150d: One Wormhole  ASIC operating at 
up to 160W, active axial fan cooler

• n150s: One Wormhole  ASIC operating at 
up to 160W, passive cooler

TT-QuietBox

Wormhole Product Portfolio

• Liquid-cooled desktop workstation

• Four n300 cards (8 Wormhole  ASICs)

• 512 Tensix Cores

• 96GB GDDR6

• 192MB SRAM

• Air-cooled 4U server for datacenter 

deployments

• Four n300s cards (8 Wormhole  ASICs)

• 512 Tensix Cores

• 96GB GDDR6

• 192MB SRAM

• 6U UBB design for enterprise use

• 32 Wormhole  ASICs for
ultra-dense/high-performance data center 
deployment

• DGX level inference with higher efficiency 
and lower cost



High Performance AI ASIC

• First generation Tensix 

Processor

• Up to 120 Tensix Cores

• PCIe Gen 4

• 8GB 256-bit LPDDR4

2023 2024 2025

Scalability RISC-V & AI Generation

• Tensix Cores updated: 50% more 

SRAM per Tensix Core , 

improved BLOCKFP8 

performance, expanded precision 

format support

• Moves to 12GB 192-bit GDDR6

• 100GbE connectivity

• Inter-card and inter-system 

expansion

• Move to 6nm manufacturing

• Updates NoC on Tensix Cores 

and adds 16 x280 RISC-V cores

• Increases to 32GB 256-bit 

GDDR6 at faster speed 

• Moves to PCIe Gen 5

• Upgrades to 400GbE 

connectivity

Add-In Board Overview

n300

Dual Chip

n150

Single Chip

Wormhole BlackholeGrayskull®

p300

Dual Chip

p150

Single Chip

p100

Single Chip
No Scale-Out

e150

e75



Product Availability
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Creating Topologies
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Tenstorrent Open Source Software

• TT-Forge – MLIR-based compiler 

integrated into various frameworks; 

AI/ML models from domain-specific 

compilers to custom kernel generation

• TT-NN  – Library of optimized operators 

• ATen coverage

• PyTorch-like API

• TT-Metalium  – Low-level programming 
model and entry point

• Build your own kernels

• User-facing host API

A N Y  AI  M OD EL

OPEN
SOURCE

OPEN
SOURCE

AI/ML + HPC 

Developers

Model Developers

cuDNN / Operator

Developers

CUDA

Developers

D IR EC T TO M ET AL

OP TI M IZ ED  TT- N N  C+ +

B UI LD  A NY TH IN G

LI B R AR Y OF  OPS

OPEN
SOURCE

TTNN C++ Code

H P C WO RK LOA D S



Software Ecosystem and Integrations

General: https://github.com/tenstorrent

TT-Metalium : https://github.com/tenstorrent/tt-metal

TT-MLIR: https://github.com/tenstorrent/tt-mlir

ONNXTF

More models!

PyTorch
Jax

models

Jax TT-Forge
LLM 

inference
models

TT-MLIR
PyTorch

2.0

backend

vLLM
Manually 

optimized

models

TT-NN

TT-Metalium

TT-LLK
(low-level-kernels)

PyTorch models

3rd party 

training 

compiler

TT-Fabric
(unified scale-up and scale-out)

https://github.com/tenstorrent
https://github.com/tenstorrent/tt-metal
https://github.com/tenstorrent/tt-mlir


TT-KMD, TT-UMD

The Tenstorrent AI drivers 

consists of both Kernel-Mode 

(tt-kmd) and User-Mode (tt-

umd) that work together to 

enable communication 

between Linux systems and 

Tenstorrent's specialized AI 

accelerator hardware, 

providing the essential 

interfaces and memory 

management required for 

efficient AI and machine 

learning workloads.

TT-Flash

The Tenstorrent tt-flash utility is a 

command-line tool designed to 

flash firmware images onto 

Tenstorrent's AI accelerator 

hardware, enabling users to 

update or replace the firmware on 

their devices with proper 

packages from the firmware 

repository.

TT-SMI

The Tenstorrent System 

Management Interface (TT-

SMI) is a command-line and 

GUI utility that allows users to 

monitor, manage, and 

troubleshoot Tenstorrent AI 

accelerator hardware by 

providing comprehensive 

device information, telemetry 

data, and firmware details, 

while also enabling board-level 

reset capabilities for Grayskull, 

Wormhole, and Blackhole 

devices.

TT-Burnin

The Tenstorrent Burnin (TT-

Burnin) utility is a stress-

testing tool designed to run 

high power consumption 

workloads on Tenstorrent AI 

accelerator hardware, allowing 

users to validate system 

stability, thermal performance, 

and power management 

through real-time telemetry 

monitoring.

Simple, practical and intuitive tooling and debug utilities



Thank You!
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